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VEiICULOS AUTONOMOS E AS IMPLICACOES EM MATERIA DE PRO-
TECAO DE DADOS

Autonomous vehicles and the implications for data protection

Camila Franzo”

O presente trabalho visou analisar a relagdo entre os veiculos auténomos e a protegdo de
dados no ambito da Unido Europeia, verificando a existéncia de normativas que se aplicam
a esse contexto. Para tanto, a metodologia empregada foi a pesquisa qualitativa, descritiva,
bibliografica e documental. Os resultados obtidos indicam que a implantacdo de veiculos
auténomos pode ser um desafio a prote¢do de dados, diante da abundancia de dados pessoais
coletados durante a sua utilizagdo e dos riscos advindos do tratamento. Entretanto, verificou-
se que as normativas da Unido Europeia em matéria de prote¢do de dados sdo robustas e
capazes de abranger o cenario dos carros autdnomos. Concluiu-se que, para que seja garan-
tida a prote¢do de dados nesse contexto, devem ser adotadas medidas de seguranca e de
governanga nas empresas, garantindo o cumprimento as legislacdes, com vistas a mitigar os
riscos inerentes aos veiculos autdnomos, sem impedir o desenvolvimento tecnologico.

Palavras-chave: Privacidade; protecdo de dados; RGPD; veiculos autdnomos.

The aim of this study was to analyze the relation between autonomous vehicles and data
protection in the European Union, verifying the existence of regulations that apply to this
context. For this purpose, the methodology employed was qualitative, descriptive, biblio-
graphical and documentary research. The results obtained indicate that the deployment of
autonomous vehicles can be a challenge for data protection, given the abundance of personal
data collected during their use and the risks arising from their processing. However, it was
found that the European Union's data protection regulations are robust and capable of cov-
ering the autonomous car scenario. It was concluded that, to guarantee data protection in
this context, companies must adopt security and governance measures, ensuring compliance
with legislation, with the intention of mitigating the risks inherent to autonomous vehicles,
without impeding technological development.

Key words: Privacy; data protection; GDPR; autonomous vehicles.

* Mestre em Direito Penal e Ciéncias Criminais pela Faculdade de Direito da Universidade de Lisboa.
Pos-graduada em Advocacia Empresarial pela Escola Brasileira de Direito. Advogada.
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1. Introducio

Acredita-se que a histdria dos veiculos autdbnomos remonta a primeira me-
tade do século XX, nos Estados Unidos da América, quando os acidentes de trafego
ja eram uma preocupacao social. Nessa época, o erro humano ja era reconhecido
como a causa principal dos sinistros e o design dos veiculos também era tido como
um dos fatores relevantes’. Na década de 1930, ja havia a apresentagdo de ideias
para o desenvolvimento de cidades com rodovias automatizadas e sistemas de

transporte autdonomos?,

A partir das décadas que se seguiram, muitos foram os prototipos e modelos
criados para tentar chegar a um veiculo que fosse o mais autdbnomo possivel. A
busca pelo desenvolvimento de veiculos totalmente autdnomos tem levado as gran-
des empresas fabricantes de veiculos e empresas de tecnologia a busca desenfreada
pelo pioneirismo no setor. Isso, porque essa tecnologia promete trazer uma série de

beneficios a sociedade, principalmente no que concerne a seguranga viaria.

1. Fabian Kréger, “Automated Driving in Its Social, Historical and Cultural Contexts,” em Au-
tonomous Driving: Technical, Legal and Social Aspects, ed. Markus Maurer, Joseph Chris-
tian Gerdes, Barbara Lenz, Hermann Winner (Berlim: SpringerOpen, 2016), PDF, p. 42.

2, Kroger, “Automated Driving”, PDF, 46-47. Também, Matthew Blunt, “Highway to a Head-
ache: Is Tort-Based Automotive Insurance on a Collision Course with Autonomous Vehicles”,
Willamette Law Review 53, no. 2 (2017): XXX. https://heinonline.org/HOL/Page?han-
dle=hein.journals/willr53&div=9&g_sent=1&casa_token=, 114-115.



Entretanto, ha desafios a serem enfrentados com a ado¢do de carros sem
motorista, como os relativos a prote¢do de dados pessoais, a imprevisibilidade da

maquina e a responsabilizacao.

A preocupacdo com a prote¢do de dados pessoais € extremamente relevante
e vem sendo tema de discussao no mundo todo, sendo impulsionada pela crescente
utilizacdo de inteligéncias artificiais nos mais variados setores do mercado. Quando
se trata de veiculos sem motorista, o cenario pode tornar-se bastante complexo.
Estima-se que veiculos autdnomos geram em torno de 20 ferabytes (TB) de dados
por dia, mas que podem produzir, no futuro, uma quantidade tdo vasta que sera

possivel chegar em montantes na unidade de exabyte (EB)? por dia®.

Esses dados sdo geralmente coletados pelos sensores existentes nos veicu-
los e tratam-se, em grande parte, de dados pessoais. O tratamento desse grande
montante de dados pessoais levanta questdes relacionadas a prote¢do de dados, a

privacidade e a ciberseguranga.

Assim, o objetivo geral do presente trabalho ¢ o de verificar se as atuais
legislagdes, no ambito da Unido Europeia, conseguem proteger os titulares de dados
de eventuais violagoes a seus direitos ¢ liberdades individuais no contexto de carros

sem motorista.

Para tanto, dividiu-se o trabalho em tépicos. Primeiramente, contextualiza-
se os veiculos auténomos, trazendo seu conceito, explicando a tecnologia por tras,

e os beneficios e desafios associados a eles. Apds, aborda-se questdes relativas a

3. Uma unidade de exabyte € equivalente a um milhdo de terabytes.

4. Alex Vakulov, “Addressing Data Processing Challenges in Autonomous Vehicles,” loT For
All, ultima modificagéo 5 de fevereiro de 2024, https://www.iotforall.com/addressing-data-
processing-challenges-in-autonomous-vehicles.



protecdo de dados no contexto dos veiculos autdnomos, os dados coletados durante
sua utilizacdo e os desafios enfrentados nesse contexto. Por tltimo, realiza-se uma
abordagem voltada a contextualizagdo com as normativas atuais e sua possivel apli-
cacdo no caso dos carros autdbnomos, bem como possiveis mecanismos de mitiga-

¢ao de riscos.

2. Metodologia

Para a elaboracdo do presente trabalho, o tipo de pesquisa utilizado, quanto
a abordagem, foi a pesquisa qualitativa e, quanto aos objetivos, a pesquisa descri-
tiva. Os métodos de pesquisa utilizados foram a pesquisa bibliografica e a pesquisa

documental.

Para contextualizacdo do tema e compreensdo do atual estado da arte no
que diz respeito a protecao de dados no contexto dos veiculos autdbnomos, buscou-
se bibliografias contidas em artigos cientificos, livros, revistas, websites € outros

documentos, tanto em ambiente fisico como em ambiente digital.

Também, utilizou-se de documentos legais, como leis, regulamentos, reso-
lugdes e diretrizes, com o fim de verificar se as normativas referentes a protecao de
dados ja existentes s@o suficientes para abranger o cenario compreendido pelos car-

ros sem motorista.

Essa abordagem metodologica traz uma visdo a respeito da protecao de da-
dos na Unido Europeia e sua possivel aplica¢do a novos cenarios, como o dos carros

autonomos.



3. Resultados e discussao

3.1. Os veiculos autonomos

Os veiculos autonomos, também chamados de carros autbnomos, carros
sem motorista, carros-robd, carros autoconduzidos, dentre outras denominagoes,
sdo0 aqueles capazes de conduzir de forma auténoma, independente de um condutor

humano?®.

O Cdédigo de Estrada Alemao (Straflenverkehrsgeset - StB), em sua oitava
emenda, passou a tratar sobre os veiculos com alta ou total autonomia, definindo-
os como aqueles equipados com tecnologia que: assim que ativada, é capaz de con-
trolar o motor do veiculo, assumindo a fung@o de motorista; seja capaz de cumprir
com as normas de trinsito e demais regulamentagdes para operar veiculos; possa
ser substituida ou desativada de forma manual pelo condutor humano; seja capaz
de verificar a necessidade de que o condutor humano retome o controle do veiculo
e indique ao motorista, de forma clara, a necessidade da retomada de controle com

tempo suficiente; possa indicar que o uso vai contra o descrito no sistema®.

A SAE International, associagdo internacional de engenheiros dos setores

aeroespacial e automotivo’, estipulou padrdes e classificou os veiculos em seis

5 Armin Englander, “O veiculo autébnomo e o tratamento de situagdes dilematicas,” em Vei-
culos auténomos e direito penal, org. Heloisa Estellita e Alaor Leite (Sdo Paulo: Marcial
Pons, 2019), 88.

6. “Eight Act amending the Road Traffic Act, section 1a.” Federal Law Gazette |, 2017.
https://bmdv.bund.de/SharedDocs/EN/Documents/DG/eight-act-amending-the-road-traffic-

act.pdf?__blob=publicationFile.

7. SAE International, “Sobre nds,” acessado em Abril 15, 2024, http://br.sae.org/about/.



diferentes niveis, levando em consideragdo a sua autonomia em rela¢do ao condutor

humano.

Nos primeiros trés niveis (nivel 0, nivel 1 e nivel 2), o humano é quem
conduz o veiculo, sendo que a tecnologia ¢ considerada apenas um suporte ao mo-
torista, motivo pelo qual ele deve estar sempre atento. No nivel 0, hd ferramentas
que auxiliam o condutor momentaneamente, como freios de emergéncia automati-
cos, aviso de pontos cegos e avisos de saidas de faixa. No nivel 1, ha ferramentas
de suporte ao motorista no freio ou na aceleragdo, podendo haver, por exemplo, ou
o controle de cruzeiro adaptativo, ou o centralizador de faixa. Ja no nivel 2, ha tanto
ferramentas de suporte ao motorista no freio como na aceleragio, podendo haver

controle de cruzeiro adaptativo e centralizador de faixa®.

Nos trés ultimos niveis (nivel 3, nivel 4 e nivel 5), o humano néo ¢ consi-
derado condutor quando as tecnologias de condugdo auténoma estdo ativadas. No
nivel 3, o sistema auténomo podera conduzir o veiculo em condig¢des limitadas,
podendo ainda haver a solicitagdo ao humano para que conduza, se assim for ne-
cessario. Nos niveis mais altos de autonomia, que seriam os niveis 4 ¢ 5, ndo hé a
solicitagdo para o humano conduzir o veiculo em nenhum momento, podendo, in-
clusive, ndo haver pedais instalados. A diferenca entre os dois niveis reside no fato
de que, enquanto a tecnologia de nivel 4 funciona apenas sob condigdes controladas

e limitadas, a de nivel 5 funciona sob qualquer circunstancia®.

8. SAE International, “Taxonomy and Definitions for Terms Related to Driving Automation
Systems for On-Road Motor Vehicles J3016_202104,” acessado em Abril 15, 2024,
https://www.sae.org/standards/content/j3016_202104.

9. SAE International, “Taxonomy and Definitions.”



3.1.1.Tecnologias-chave por tras dos veiculos autonomos

Os veiculos autonomos contam com uma variedade de tecnologias que,
quando integradas, permitem que os automoéveis conduzam de forma auténoma,
realizando a leitura e interpretacdo do meio que os cerca e tomando decisdes auto-

nomamente.

Algumas das principais tecnologias que integram um carro autdbnomo sao
o GPS (Global Positioning System), LIDAR (Light Detection and Ranging), radar,
camera, sensor ultrassonico, dentre outros'®. Por meio desses dispositivos, dados
externos como sons, imagens e localizagdo sdo obtidos, possibilitando ao veiculo
realizar uma leitura de todo o meio que o cerca. A leitura ¢ o processamento de
dados, bem como a tomada de decisdes, sdo realizados pela inteligéncia artificial

(IA) que integra o veiculo.

Nas palavras de Paula Ribeiro de Faria'': “Um robot com inteligéncia arti-
ficial € um robot cujo sistema de aprendizagem reproduz as sinapses neuronais do
cérebro humano, permitindo-lhe reconhecer padrdes de comportamento e obter in-
formagdo do meio envolvente, estabelecendo a partir dai novos padroes de com-
portamento face as circunstincias e interagindo com outras pessoas ou com outros

robots dotados de inteligéncia artificial”.

0, Anton Hristozov, “The role of artificial intelligence in autonomous vehicles,” Embedded,
ultima modificagéo 15 de julho de 2020, https://www.embedded.com/the-role-of-artificial-in-
telligence-in-autonomous-vehicles/.

", Paula Ribeiro de Faria, “Os veiculos autonomos e o direito penal,” em Estudos em ho-
menagem ao Conselheiro Presidente Manuel da Costa Andrade vol. Il, org. Pedro Machete,
Gongalo de Almeida Ribeiro e Mariana Canotilho (Coimbra: Almedina, 2023), 384.



Para isso tornar-se possivel, tecnologias como Big Data, Machine Learning

e Deep Learning sio utilizadas. De acordo com Ana Frazdo'?, o Big Data seria a
matéria-prima” utilizada pelos algoritmos para a tomada de decisdes e correspon-
deria a uma grande quantidade de dados disponibilizados virtualmente e que, apds
processados, podem tornar-se informacdes uteis e servir como diretriz no processo

de decisdo do algoritmo.

O Machine Learning, ou aprendizado da maquina, refere-se a capacidade
da maquina em aprender com os dados que sdo processados, por meio da identifi-
cacdo de padrdes'S. Ja o Deep Learning, ou aprendizado profundo, ¢ um subgrupo
do Machine Learning e refere-se a capacidade de processamento e extragdo de in-
formagoes uteis de grandes quantidades de dados, inclusive de dados de fontes di-

ferentes'®.

Portanto, um veiculo auténomo € repleto de tecnologias, tangiveis e intan-
giveis, que processam uma quantidade vasta de dados, permitindo que ele tenha

pouca ou nenhuma dependéncia de um condutor humano.

2. Ana Frazio, “Algoritmos e inteligéncia artificial: repercussées da sua utilizagio sobre a
responsabilidade civil e punitiva das empresas,” Professora Ana Frazdo, 16 de maio de
2018, http://professoraanafrazao.com.br/files/publicacoes/2018-05-16-Algoritmos_e_inteli-
gencia_artificial.pdf.

3, Sabbani Rao, Venkata Achuta, K. Kondaiah, G. Rajesh Chandra, e K. Kiran Kumar, “A
Survey on Machine Learning: Concept, Algorithms and Applications”, International Confer-
ence on Innovative Research in Computer and Communication Engineering February, (Fe-
vereiro 2017): 1301-1302. https://www.smec.ac.in/assets/images/committee/research/17-
18/282.A%20Survey%200n%20Machine%20Learning%20Concept,.pdf. =~ Também, lIria
Giuffrida, “Liability for Al Decision-Making: Some Legal and Ethical Considerations”, Ford-
ham Law Review 88, no. 2 (2019): 441. https://ir.lawnet.fordham.edu/flr/vol88/iss2/3/.

4. Pramila. P. Shinde, Seema Shah, “A Review of Machine Learning and Deep Learning
Applications”, 2018 Fourth International Conference on Computing Communication Control
and  Automation  (ICCUBEA), (Abril ~ 2019): 3. https://doi.org/10.1109/1C-
CUBEA.2018.8697857.



3.1.2.Beneficios na implantacio de veiculos autébnomos

Todo o esfor¢o das grandes empresas para criar essas tecnologias avanga-
das se da por motivos que vao muito além da mera busca pela comodidade que os

carros sem motorista podem trazer.

De acordo com estimativas da Organizacdo Mundial da Saude (OMS) pu-
blicadas no Global Status Report on Road Safety 2023, o nimero de mortes por
acidentes de transito no ano de 2021 foi de aproximadamente 1,19 milhdes, sendo
a décima segunda maior causa de mortes de pessoas de todas as idades e a maior

causa de mortes de pessoas que possuem entre cinco € vinte € nove anos'®,

Visando a redugdo de acidentes veiculares, a Organizacdo das Nagoes Uni-
das (ONU) declarou, por meio da Resolucao 74/299, que esta seria a década de acao
pela seguranca no transito (2021-2030), tendo como meta a redugdo de 50% no
ntmero de acidentes veiculares'®. A OMS e as Comissdes Regionais das Nagdes
Unidas langaram o Plano Global, um documento que serve de apoio a implantacao
de medidas para atingir a meta proposta pela ONU"7. Nesse documento, sdo citados
os principais fatores de risco para a ocorréncia elevada de acidentes de transito com
resultado lesdo corporal grave ou morte decorrentes de erro humano, quais sejam:

velocidade, condugao sob influéncia de alcool e outras substancias, ndo utilizagdo

5. World Health Organization, “Global status report on road safety 2023,” acessado em Maio
29, 2024, https://www.who.int/publications/i/item/9789240086517.

6. World Health Organization, “Plano Global: década de agdo pela seguranga no transito
2021-2030,” acessado em Maio 29, 2024, https://cdn.who.int/media/docs/default-source/do-
cuments/health-topics/road-traffic-injuries/global-plan-for-the-doa-of-road-safety-2021-
2030-pt.pdf?sfvrsn=65cf34c8_33&download=true.

7. WHO, “Plano Global.”



de medidas de seguranga, como cintos de seguranga e capacetes, diregdo distraida,

ndo cumprimento de normas/leis de transito, dentre outros'®.

Segundo a The Royal Society for the Prevention of Accidents, organizagao
britanica, a utilizagao de veiculos totalmente autbnomos, ao evitar comportamentos
de risco, diminuiria o erro humano na conduc¢ao, o que poderia levar a diminui¢ao
no numero de acidentes de transito e, consequentemente, o nimero de vitimas.
Além da prevencdo de acidentes, conseguiria fornecer apoio a grupos que sao in-
capazes de conduzir um veiculo, como adolescentes, idosos e pessoas portadoras

de necessidades especiais'®.

Além dos beneficios relativos a seguranga ¢ mobilidade, a Resolugdo do
Parlamento Europeu, de 20 de janeiro de 2021, sobre questdes de interpretagdo e
aplicacdo do direito internacional relativas a inteligéncia artificial, de igual modo
destaca os beneficios ambientais, os relacionados a atenuacao de congestionamen-

tos e a melhora no fluxo de trafego?°.

Ainda, € possivel pensar em beneficios relativos a comodidade e otimiza-
¢do no tempo, uma vez que em veiculos com alto grau de autonomia, ndo € neces-
sario que o humano esteja conduzindo, sendo possivel que realize outras atividades

durante o trajeto. Segundo Paula Ribeiro de Faria, é possivel que os passageiros

'8, WHO, “Plano Global.”

9. The Royal Society for the Prevention of Accidents, “Road safety factsheet: autonomous
vehicles,” acessado em Maio 29, 2024. https://www.rospa.com/media/documents/road-
safety/factsheets/autonomous-vehicles.pdf.

20, “Resolugéo do Parlamento Europeu, de 20 de janeiro de 2021, sobre a inteligéncia arti-
ficial: questdes de interpretacado e de aplicagédo do direito internacional na medida em que a
UE ¢é afetada nos dominios da utilizagéo civil e militar e da autoridade do Estado fora do
ambito da justica penal (2020/2013(INI)).” Parlamento Europeu, 20 de janeiro de 2021, p. 1-
19. https://www.europarl.europa.eu/doceo/document/TA-9-2021-0009_PT.html.



sejam “[...] conduzidos tranquilamente ao seu destino enquanto leem um livro, vém
[sic] um filme, ou atualizam as redes sociais, incluindo as pessoas com dificuldades

motoras ou doentes, criangas, ou ocupantes embriagados [...]"?".

3.1.3.Desafios enfrentados na implantacdo de veiculos autono-

mos
Em que pese o potencial dos carros autdnomos em trazer beneficios a soci-
edade, ndo se pode ignorar os grandes desafios associados a implantagdo dessa tec-
nologia. Ha quem classifique em cinco os riscos relacionados aos veiculos auténo-
mos: riscos associados a seguranca, a responsabilidade, a privacidade, a cibersegu-
ranga e a influéncia da industria??. As davidas que permeiam sobre a adogio dos

carros sem motorista incluem questdes técnicas, regulatorias e de aceitagdo publica.

Ao mesmo tempo em que a seguranga ¢ a principal motivacdo para o de-
senvolvimento de veiculos sem motorista, a eliminagdo da interferéncia humana na
condu¢do ndo impede que outros problemas possam surgir, como aqueles decor-

rentes de falhas no funcionamento da prépria maquina ou de uma ma programagao.

Também, trata-se de uma novidade tecnoldgica ainda sob desenvolvi-
mento, com riscos que podem ser desconhecidos. Somado a isso, a utilizacdo de
tecnologias como a Machine Learning traz uma imprevisibilidade a maquina, ja
que a tomada de decisdes e as a¢des realizadas sdo baseadas no autoaprendizado da

inteligéncia artificial.

21 Faria, “Os veiculos auténomos”, 368.

22, Araz Taeihagh, Hazel Si Min Lim, “Governing autonomous vehicles: emerging responses
for safety, liability, privacy, cybersecurity, and industry risks”, Transport reviews 39, no. 1
(Julho 2018): 106. https://doi.org/10.1080/01441647.2018.1494640.



A imprevisibilidade também afeta o campo da responsabilizagdo nos casos
de acidentes que ocorrem com veiculos autdbnomos, ja que, nesse contexto, difi-
culta-se identificar os elementos essenciais para a imputacdo de uma responsabili-

dade civel ou criminal.

Araz Taeihagh e Hazel Si Min Lim?3 consideram a influéncia da industria
um risco associado a implantagdo de veiculos autdnomos. Para os autores, a adogao
generalizada pelo mercado dessa tecnologia pode causar grandes implicagdes no
setor de empregos, uma vez que alguns servicos realizados de forma manual, como
o trabalho como motorista ou taxista, podem ser substituidos pelo sistema autd-

nomo.

No que diz respeito aos riscos relacionados a privacidade e ciberseguranga,

serdo abordados em topico proprio.

3.2. Privacidade e protecao de dados nos veiculos autbnomos

No ano de 2023, uma reportagem realizada pela Reuters expds o vazamento
de dados de veiculos autonomos da Tesla Inc. No referido caso, ex-funcionarios da
empresa relataram que, de 2019 a 2022, houve o compartilhamento em grupos de
funcionarios de imagens captadas pelas cameras dos carros. Conforme a reporta-
gem, dentre os dados compartilhados estavam fotos e videos “altamente invasivos”

dos usuarios, incluindo imagens de nudez explicita. Também, relataram terem sido

23 Taeihagh et al., “Governing autonomous vehicles”, 118-119.



compartilhados videos de acidentes, até mesmo de um caso de atropelamento de

uma crianga no ano de 202124,

Além disso, segundo os ex-funcionarios, o sistema que eles utilizavam na
empresa poderia mostrar onde as imagens foram captadas, o que permitiria a iden-
tificagdo do local no qual os usudrios residiam. Um ex-funcionario ainda relatou a
Reuters que alguns registros aparentavam ter sido captados quando o carro estava

desligado, sendo possivel ver o interior da casa e da garagem do consumidor?®.

O fato ocorrido exemplifica bem a preocupagdo emergente a respeito da
protecdo de dados durante a utilizagdo de carros autdnomos. Isso, porque os veicu-
los sem motorista necessitam captar e processar uma enorme quantidade de dados
para que possam funcionar adequadamente, de acordo com o esperado da tecnolo-
gia. Bloom et al.?® consideram que os carros sem motorista podem ser vistos como
uma nova tecnologia invasiva a privacidade, por haver um monitoramento conti-

nuo, mas sem informagdes sobre como os dados coletados serdo utilizados.

Outro aspecto de grande importancia € o fato de que, durante o uso de car-
ros autdbnomos, ndo sdo coletados apenas os dados dos seus usudrios, mas também

de pessoas externas ao veiculo, tal como pedestres?” diante das cAmeras e sensores

24 Steve Stecklow, Waylon Cunningham, e Hyunjoo Jin, “Tesla workers shared sensitive
images recorded by customer cars,” Reuters, ultima modificagdo 6 de abril de 2023,
https://www.reuters.com/technology/tesla-workers-shared-sensitive-images-recorded-by-
customer-cars-2023-04-06/.

25, Stecklow et al., “Tesla workers shared sensitive images.”

26 Cara Bloom, Joshua Tan, Javed Ramjohn, e Lujo Bauer, “Self-Driving Cars and Data
Collection: Privacy Perceptions of Networked Autonomous Vehicles”, Thirteenth Symposium
on Usable Privacy and Security (SOUPS 2017), (Julho 2017): 360. https://www.use-
nix.org/conference/soups2017/technical-sessions/presentation/bloom.

27 loannis Krontiris, Kalliroi Grammenou, Kalliopi Terzidou, Marina Zacharopoulou, Marina
Tsikintikou, Foteini Baladima, Chrysi Sakellari, e Konstantinos Kaouras, “Autonomous vehi-
cles: Data protection and ethical considerations”, Proceedings of the 4th ACM Computer



que os integram. Assim, nesse contexto, podem ser considerados titulares de dados
0s motoristas, usudrios e proprietarios dos carros autdbnomos, e transeuntes?®, por

exemplo.

De acordo com o Regulamento Geral sobre a Prote¢do de Dados (RGPD),
o titular de dados tem o direito de obter confirmacdo e comunicacdo dos dados
pessoais que sio tratados, bem como a finalidade a que o tratamento se destina®®.
Porém, quando se trata de veiculos autonomos, dificil se torna imaginar a possibi-
lidade de comunicacao a todos os titulares de dados que foram tratados no sistema

auténomo, diante da complexidade do cenario e da pluralidade de agentes.

De fato, todo esse debate traz questionamentos a respeito do cumprimento,
por parte das empresas responsaveis, das normas relativas a prote¢do de dados pes-

soais e privacidade quando se trata dos automdveis com autonomia.

3.2.1.Tipos de dados coletados por veiculos autonomos

Para entender quais dados sdo coletados por veiculos autdnomos, necessa-

rio se faz compreender a sua tecnologia. Como j4 dito, os carros sem motorista sdo

Science in Cars Symposium (CSCS '20), (Dezembro 2020): 1.
https://doi.org/10.1145/3385958.3430481.

28_Kai Rannenberg, “Opportunities and Risks Associated with Collecting and Making Usable
Additional Data,” em Autonomous Driving: Technical, Legal and Social Aspects, ed. Markus
Maurer, Joseph Christian Gerdes, Barbara Lenz, Hermann Winner (Berlim: SpringerOpen,
2016), PDF, 500.

29, “Regulamento (UE) 2016/679 do Parlamento Europeu e do Conselho de 27 de abril de
2016 relativo a protecéo das pessoas singulares no que diz respeito ao tratamento de dados
pessoais e a livre circulagédo desses dados e que revoga a Diretiva 95/46/CE (Regulamento
Geral sobre a Prote¢do de Dados).” Jornal Oficial da Unido Europeia, 4 de maio de 2016, L
119, p. 1-88. https://eur-lex.europa.eu/legal-content/PT/TXT/PDF/?uri=CE-
LEX:32016R0679.



equipados com diversas cameras ¢ sensores que realizam uma leitura de todo o

meio que os circunda.

Pode-se caracterizar os dados coletados por carros autdbnomos, separando-
os em dados sobre o veiculo e seus passageiros e em dados sobre elementos exter-
nos ao veiculo®. Dentre os dados referidos ao veiculo e aos usudrios, estdo: dados
pessoais dos integrantes do veiculo, como nome, endereco; dados biométricos (im-
pressao digital, autenticag@o facial, autenticag@o por voz etc.), imagens advindas de
cAmeras internas para monitorar o comportamento do condutor3! (nos casos de tec-
nologias que ndo sdo totalmente autdnomas); dados relativos a localizagdes de via-
gem; dados de localizacdo atual de um veiculo; dados de identificagdo do veiculo;

dentre outros.

Dentre os dados relativos aos elementos externos ao veiculo, estdo: dados
captados por sensores de pessoas externas; imagens de pessoas externas captadas
por cameras; dados de identificacdo de outros veiculos; dados recebidos de outros

g32

veiculos®2, nos casos de veiculos conectados®3.

Portanto, ao utilizar um veiculo com autonomia, uma vasta quantidade de

dados ¢é coletada, como dados de identificagdo pessoal, biométricos,

30, Krontiris et al., “Autonomous vehicles”, 2-3.

31, Nesses casos, segundo Kai Rannenberg, os dados que se referem a dindmica da diregéo
e ao comportamento na diregdo fornecem informagdes que dizem respeito ao comporta-
mento do condutor, a forma que dirige, como por exemplo, de forma agressiva ou calma, a
velocidade da diregéo, se dirige de acordo com o limite de velocidade permitida, dentre
outros aspectos. Rannenberg, “Opportunities and Risks”, 499.

32 E possivel que o veiculo autbnomo seja equipado com tecnologia que o torna capaz de
receber dados por outros meios, além daqueles obtidos por seu sistema interno, comuni-
cando-se com outros veiculos (V2V — vehicle to vehicle), com infraestruturas (V2| — vehicle
to infrastructure) ou com todo o meio ao redor (V2X — vehicle to everything). Faria, “Os
veiculos autonomos”, 388.

33, Krontiris et al., “Autonomous vehicles”, 2-3.



comportamentais, de comunicagao, de localizacdo, financeiros, dentre outros. Con-
tudo, ndo apenas os dados dos usuarios dos carros sdao coletados, mas também de
outras pessoas que integram o meio no entorno do veiculo. Do mesmo modo € pos-
sivel que dados sejam obtidos de outros automoveis, nos casos de meios de trans-

porte conectados.

3.2.2.Desafios a protecao de dados

Apesar dos muitos beneficios esperados dos veiculos autébnomos, ha ainda
muitos desafios relacionados a seguranga e a privacidade, ja que esses automoveis
se tornam vulneraveis a problemas oriundos de sistemas computacionais, pelo fato

de ndo serem puramente mecanicos34.

Os agentes inteligentes, como sdo os automdveis com autonomia, conse-
guem reagir diretamente a informacdes captadas pelos seus sensores, procurando
por padrdes, de forma auténoma, nesses dados ja armazenados35. Os dados coleta-
dos durante o funcionamento de carros autdonomos sdo processados pelo sistema
interno do automovel, mas podem ser externalizados, a depender da situacao, para

treinamento da Machine Learning36.

Esses dados podem ser externalizados também pelo fato de que a quanti-

dade de dados captados e processados em um veiculo autdbnomo pode ser muito

34 Muhammad Hataba, Ahmed Sherif, Mohamed Mahmoud, Mohamed Abdallah, e Waleed
Alasmary, “Security and Privacy Issues in Autonomous Vehicles: A Layer-Based Sur-
vey’, IEEE Open Journal of the Communications Society 3, (Abril 2022): 811.
https://doi.org/10.1109/0JCOMS.2022.3169500.

35, Sabine Gless, Thomas Weigend “Agentes inteligentes e o direito penal,” em Veiculos
auténomos e direito penal, org. Heloisa Estellita e Alaor Leite (Sao Paulo: Marcial Pons,
2019), 40.

36, Krontiris et al., “Autonomous vehicles”, 3.



vasta, ultrapassando os limites de bancos de dados convencionais, sendo necessaria
a utilizac@o de servidores em nuvens para armazenamento. Isso facilita o aprendi-
zado da maquina, auxiliando-a na tomada de decisdes, ja que o sistema consegue

encontrar padrodes, associagdes, tendéncias, dentre outros37.

Para Herman Strange38, a utilizagdo de bancos de dados centralizados pode
aumentar o risco de violagdo de dados, bem como de acessos ndo autorizados. Os
sistemas de inteligéncia artificial, por geralmente armazenarem os dados na nuvem,

correm esse risco, ja que permitem o acesso de multiplas pessoas.

Em muitos casos, os dados armazenados podem ser transferidos a terceiros,
como o fabricante do automodvel, seguradoras, empresas de locagao de carros, agén-
cias governamentais, outros participantes do trafego, outros veiculos autonomos e
centros de controle de trafego39. Em alguns casos, ainda, as informagdes coletadas
durante o uso do automovel sdo transferidas para centrais especializadas, como no
caso do sistema europeu eCall, que aciona automaticamente os nimeros de emer-
géncia se porventura se detectar a ocorréncia de um sinistro, compartilhando os

dados de localizagdo40.

A utilizagdo de veiculos conectados tem um impacto significativo na segu-

ranga de dados pessoais, apesar de seus potenciais beneficios. A interconexao entre

37. Sunny Kumar, Eesha Goel, “Changing the world of Autonomous Vehicles using Cloud
and Big Data”, 2018 Second International Conference on Inventive Communication and
Computational Technologies (ICICCT), (Setembro 2018): 369.
https://doi.org/10.1109/ICICCT.2018.8473347.

38 Herman Strange, Machines that Think - History of Artificial Intelligence: Navigating the
Ethical, Societal, and Technical Dimensions of Al Development (PN Books, 2023), Kindle,
42.

39, Rannenberg, “Opportunities and Risks”, 503-504.

40, Rannenberg, “Opportunities and Risks”, 499.



veiculos pode ser essencial para que a direcdo autGnoma prospere, ja que € impres-
cindivel que os automdveis se comuniquem para trocar informagdes sobre o tra-
fego41 e para aumentar a seguranca rodovidria. Entretanto, a interconexdo entre
veiculos por redes de comunicagdo poderia agravar os riscos relacionados a segu-
ranca do sistema, uma vez que os deixariam expostos a pessoas externas € a pessoas

mal-intencionadas da propria rede42.

A conexdo constante com smartphones e outros dispositivos eletronicos
também pode ser um problema, visto que torna o sistema autdnomo vulneravel a
ataques cibernéticos. Um ataque cibernético poderia causar diversas ameagas a se-
guranga, como falhas propositais no sistema, vazamento de dados, roubo de identi-
dade, stalking e rastreamento do veiculo43. As vulnerabilidades dos sistemas de
inteligéncia artificial a ataques cibernéticos, como hacking e malware, tornam pos-
sivel o comprometimento da confidencialidade, integridade e disponibilidade dos

dados44, pilares da seguranca da informagao.

Para Mansi Girdhar, Junho Hong e John Moore45, as falhas de seguranca
relacionadas as inteligéncias artificiais podem ampliar a superficie de ataque e au-
mentar a probabilidade de que haja ataques fisicos e cibernéticos em carros autd-
nomos, ao explorarem vulnerabilidades que sdo especificas dos sistemas de apren-

dizado da maquina e falhas de software e hardware em sistemas digitais. Seriam

. Hataba et al., “Security and Privacy Issues”, 811-812.

. Hataba et al., “Security and Privacy Issues”, 811-812.

. Hataba et al., “Security and Privacy Issues”, 812.

44_Strange, Machines that Think, Kindle, 42.

45, Mansi Girdhar, Junho Hong, e John Moore, “Cybersecurity of Autonomous Vehicles: A
Systematic Literature Review of Adversarial Attacks and Defense Models”, IEEE Open Jour-
nal of Vehicular Technology 4, (Abril 2023): 426. https://ieeex-
plore.ieee.org/stamp/stamp.jsp?tp=&arnumber=10097455.



exemplos desses riscos de seguranca e vulnerabilidades associados a carros auto-
nomos: interferéncia nos sensores; sobrecarregamento do sistema com dados de
fontes ilegitimas, impedindo o sistema auténomo de receber ou processar informa-

coes legitimas; manipulacdo dos meios de comunicagdo; vazamento de dados46.

Os autores classificam em dois os tipos de ameagas relacionadas a inteli-
géncia artificial: intencionais e nao-intencionais47. Intencionais seriam aquelas
ameacas que ocorrem quando ha a exploracao de vulnerabilidades técnicas da inte-
ligéncia artificial com o fim especifico de intervir no seu sistema e prejudicar ope-
racdes de seguranga. Exemplificam com o caso em que alguém pinta as faixas da
pista ou cobrem placas de transito, situacdo que pode levar o sistema autonomo ao

cometimento de erros48.

Ja os riscos ndo-intencionais podem se referir ao mau funcionamento ou a
falhas causadas pelos algoritmos. Exemplo dessa hipotese € o caso em que o veiculo
esta diante de um cenario critico e tem dificuldade na tomada de decisdes, pelo fato
de que o sistema ndo foi alimentado com aquela previsao, ndo estando o respectivo

cenario dentro daqueles previstos na fase de programagdo49.

Sendo intencionais ou ndo, muitos sdo os riscos que envolvem a utiliza¢ao
de veiculos autdnomos, havendo diversos desafios em matéria de protecdo de dados
e cibersegurancga relacionados ao uso dessa tecnologia, como: a grande quantidade
de dados processados; a forma de armazenamento desses dados; o acesso a nuvem

por multiplas partes; a conexado entre veiculos e entre veiculos e o0 meio; a constante

46_ Girdhar et al., “Cybersecurity of Autonomous Vehicles”, 426-427.
7. Girdhar et al., “Cybersecurity of Autonomous Vehicles”, 426.
48_Girdhar et al., “Cybersecurity of Autonomous Vehicles”, 426.
49, Girdhar et al., “Cybersecurity of Autonomous Vehicles”, 426.
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conexdo com a internet; a conexao com smartphones; falhas técnicas ou ma-pro-
gramagdo. Todos esses sdo exemplos de fatores que podem trazer riscos a segu-
ranca dos dados na utiliza¢do de carros auténomos, explorando vulnerabilidades

especificas e ameagando os pilares da seguranca da informacao.

3.3. O presente e o futuro da protecdo de dados nos veiculos autono-
mos

Diante da abundancia de dados coletados durante o uso de veiculos aut6-

nomos, sendo parte deles dados pessoais, urge a necessidade do estabelecimento de

regras harmonizadas para garantir a protecdo de dados dos titulares, nesse contexto.

Questiona-se se as normativas ja existentes na Unido Europeia sdo suficientes para

abarcar esse recente cenario.

O RGPD, apesar de ndo tratar especificamente sobre a matéria em questao,
define as regras sobre o tratamento de dados na Unido Europeia, com vistas a pro-
tecdo de dados pessoais dos titulares de uma maneira ampla. Essa protecdo estabe-
lecida pelo RGPD se estende a todos os ambitos, inclusive aos ambientes automa-

tizados0.

O RGPD define os principios que devem ser observados no tratamento de
dados pessoais, estabelece as condigdes para um tratamento de dados licito e con-
cede uma série de direitos aos titulares de dados pessoais®!, permitindo-os ter um

maior controle sobre seus dados.

%0, Regulamento (UE) 2016/679, RGPD.
51, Regulamento (UE) 2016/679, RGPD.



O Regulamento também determina a necessaria observancia da protegdo de
dados pessoais desde a concepgdo e por defeito, e impde a obrigatoriedade da ela-
boragdo de uma avaliacdo de impacto quando se tratar de novas tecnologias que
impliquem em alto risco para os direitos das pessoas singulares. Ainda, prevé me-
canismos que oferecam seguranca ao tratamento de dados, como a pseudonimiza-
¢do e a cifragem dos dados. Essas, dentre outras determinacdes previstas no RGPD,
passam a limitar o uso desenfreado de dados pessoais, com vistas a garantir o direito

a protegdo dos dados dos titulares®.

A Resolucdo do Parlamento Europeu, de 15 de janeiro de 2019, sobre a
condugdo autébnoma nos transportes europeus (2018/2089(INI)) conta com dispo-
sigoes referentes a privacidade e protecao de dados no contexto dos transportes au-
tonomos. A Resolucdo defende a importancia de se garantir o acesso € o controle
dos dados pessoais e os dados de bordo produzidos por carros autdnomos pelos
seus utilizadores®3. Também, dispde sobre a necessidade de prote¢do maxima dos
consumidores no que concerne a cibersegurancga, bem como realga que a protecao

aos dados sensiveis e a vida privada deverdo ser prioridade absoluta®*.

A Resolugio legislativa do Parlamento Europeu, de 13 de margo de 2024,
sobre a proposta de regulamento do Parlamento Europeu e do Conselho que esta-
belece regras harmonizadas em matéria de inteligéncia artificial (Regulamento In-

teligéncia Artificial) estabelece, de forma especifica, regras a serem aplicadas a

52 Regulamento (UE) 2016/679, RGPD.

53, “Resolugéo do Parlamento Europeu, de 15 de janeiro de 2019, sobre a condugao autd-
noma nos transportes europeus (2018/2089(INI)).” Jornal Oficial da Unido Europeia, 27 de
novembro de 2020, C 411, p. 2-12. https://eur-lex.europa.eu/legal-content/PT/TXT/?uri=ce-
lex%3A520191P0005.

54, Resolugdo do Parlamento Europeu (2018/2089(INI)).



concepgdo, desenvolvimento e utilizagdo de sistemas de inteligéncia artificial, com
o intuito de incentivar o desenvolvimento tecnologico e controlar os riscos trazidos

por ele®.

A legislagdo recém-aprovada prevé a necessidade de se observar a protecao
de dados pessoais desde a concepgdo e durante todo o ciclo de vida do sistema de
IA, bem como o principio da minimizagdo dos dados. Para assegurar que haja a
observancia a esses principios, prevé a utilizagdo, por parte dos fornecedores, de
métodos como a anonimizagdo e a cifragem de dados. A utilizagdo de tecnologias
que permitam o treinamento dos sistemas de IA sem que haja a necessidade de
copia ou transferéncia dos dados para outros locais, mantendo-os localmente, tam-

bém é um método de seguranga previsto pelo novo Regulamento®®.

O Regulamento de IA realiza uma abordagem pelo risco para classificar os
diferentes sistemas de 1A, e dedica todo um capitulo a regulamentagao de sistemas
de risco elevado. Esses sdo previstos no artigo 6.° € no anexo III do Regulamento
de IA e sdo aqueles que podem trazer riscos significativos para a saude, seguranga
ou direitos fundamentais. Como exemplos de sistemas de risco elevado estdo o tra-
tamento de dados de identificacdo biométrica e gestdo e funcionamento de infraes-

truturas criticas, incluindo o transito rodoviario®’.

55, “Resolugao legislativa do Parlamento Europeu, de 13 de margo de 2024, sobre a pro-
posta de regulamento do Parlamento Europeu e do Conselho que estabelece regras har-
monizadas em matéria de inteligéncia artificial (Regulamento Inteligéncia Artificial) e altera
determinados atos legislativos da unido (COM(2021)0206 - C9-0146/2021 -
2021/0106(COD)).” Parlamento Europeu, 13 de margo de 2024, p. 1-459. https://www.euro-
parl.europa.eu/doceo/document/TA-9-2024-0138_PT.pdf.

56, Regulamento de Inteligéncia Artificial.

57 Regulamento de Inteligéncia Artificial.



Também, dispde sobre a necessidade de cumprimento de uma série de re-
quisitos para a colocagdo no mercado de sistemas de IA com risco elevado. Prevé
que, nesse cenario, os fornecedores terdo obrigacdes especificas durante todo o ci-
clo de vida do sistema de inteligéncia artificial, com vistas a garantir que seja se-

guro € em conformidade com a legisla¢do®8.

O artigo 26.° (9) do Regulamento de IA dispde que, no caso dos sistemas
de IA com risco elevado, devera ser feita uma avaliagdo de impacto sobre a prote-
¢d0 de dados, nos termos da RGPD®. Além disso, estdo previstos ambientes de
testagem que proporcionem um ambiente controlado para o desenvolvimento se-

guro de sistemas de TA antes da colocag¢do no mercado®°,

O Comité Europeu para a Protecdo de Dados (CEPD), ao publicar as Dire-
trizes 01/2020, em 9 de marco de 2021, trouxe recomendagdes especificas sobre o
tratamento de dados pessoais no contexto dos veiculos conectados. As Diretrizes
se referem ao tratamento de dados pessoais em contexto nao profissional, abran-
gendo os dados que sdo tratados no interior do veiculo, os que sdo compartilhados
entre o veiculo e outros dispositivos pessoais conectados, e aqueles colhidos pelos

veiculos e exportados para outras entidades com o fim de tratamento posterior®’.

Nas recomendagoes trazidas pelo Comité, foram destacadas trés categorias

de dados pessoais a terem atengdo priorizada pelos responsaveis pelo tratamento:

58, Regulamento de Inteligéncia Artificial.

59, Regulamento de Inteligéncia Artificial.

60, Regulamento de Inteligéncia Artificial.

61 “Diretrizes 01/2020 relativas ao tratamento de dados pessoais no contexto dos veiculos
conectados e das aplicagdes relacionadas com a mobilidade.” European Data Protection
Board, 9 de margo de 2021, p. 1-37. https://www.edpb.europa.eu/system/files/2021-
08/edpb_guidelines_202001_connected_vehicles_v2.0_adopted_pt.pdf.



dados de localizagdo, dados biométricos (assim como todas as categorias especiais
de dados destacadas no artigo 9.° da RGPD) e dados que possam revelar infragdes

de transito®2.

A especial aten¢ao em relagdo aos dados de localizacao, de acordo com o
Comité, se justificaria pelo fato de que podem ser informagdes que revelam habitos
da vida dos seus titulares, como onde moram, local em que trabalham, religido e
orientagdo sexual, devendo, assim, ser recolhidos apenas se forem realmente essen-

ciais para a finalidade do tratamento®.

No que diz respeito a utilizagdo de dados biométricos, segundo as recomen-
dagoes trazidas pelo CEPD, deve-se garantir que o titular tenha total controle de
seus dados, devendo ser oferecidas opgdes ndo-biométricas, como codigos ou cha-
ves fisicas, sem que haja restrigdes pelo ndo uso de biometria. Ainda, os dados
biométricos devem ser armazenados de forma encriptada, com o tratamento sendo
feito de forma local e ndo externa. No que concerne aos dados de infragdes penais,
o Comité também recomenda a utilizagao de tratamento local, podendo o titular ter

controle total desses dados®*.

O CEPD destaca a obrigatoriedade que os responsaveis pelos tratamentos
de dados pessoais tém, no contexto de veiculos conectados, de garantir o respeito a
privacidade e protecao de dados, aplicando-se os conceitos previstos no RGPD re-
lativos a protecdo de dados desde a concepgao e por defeito. Orienta o tratamento
local, sempre que possivel, dos dados pessoais, evitando a utilizagdo de tratamento

em nuvem diante dos riscos potenciais. Ainda, segundo o Comité, deve haver a
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possibilidade de que os utilizadores determinem qual sera a forma como seus dados
pessoais serdo recolhidos e tratados, devendo as informacdes sobre o tratamento

serem apresentadas de forma clara e na lingua do condutor®®.

O Comité prevé uma série de recomendacoes relacionadas aos direitos dos
titulares de dados, como: a possibilidade aos titulares de dados de ativar ou desati-
var o tratamento de dados para cada finalidade e para cada responsavel pelo trata-
mento; a possibilidade de apagamento dos dados pelo titular, considerando-se a
finalidade juridica do tratamento e a base legal; o acesso exclusivo ao utilizador a
seus dados pessoais, ndo podendo haver transferéncia a terceiros; aos titulares, a
garantia de acesso direto aos seus dados; a possibilidade de apagamento dos dados

dos utilizadores antes da venda do veiculo®®.

O CEPD, reconhecendo a impossibilidade de tratamento de dados local-
mente em algumas situagdes, prevé a possibilidade de um tratamento hibrido®”, hi-
potese em que os dados poderiam ser anonimizados antes de serem transferidos

externamente, ou pseudonimizados, como forma de reduzir os riscos.

Ainda tratando sobre a seguranca dos dados, o Comité prevé alguns meca-
nismos de mitigag@o de riscos, destacando-se os seguintes: encriptagdo de canais
de comunicagdo; implantacdo de um sistema de gestdo de chaves de encriptagdo
especificamente para cada veiculo; encriptagdo de dados pessoais tratados externa-
mente; autenticacdo de dispositivos que recebem dados; implantacdo de medidas
que possibilitem aos fabricantes de veiculos a corregdo de vulnerabilidades durante

todo o periodo de vida util do automovel; utilizagdo de meios de comunicacdo

65 Diretrizes 01/2020.
66 Diretrizes 01/2020.
67 Diretrizes 01/2020.



seguros € que sejam especificos para o transporte; criagdo de um sistema de alarme
dedicado a possiveis ataques ao veiculo; manutengio dos registros do veiculo e dos

acessos a seu sistema de informagdes®®.

Pelo exposto, o que se observa é que as normativas ja existentes sao amplas
e estabelecem principios, direitos, deveres e mecanismos de mitigagao de riscos,
com vistas a protecdo dos dados pessoais, podendo ser aplicadas ao contexto dos
veiculos autdbnomos e conectados, até que sejam criadas normativas especificas, se

assim ocorrer.

3.4. Propostas de medidas técnicas de privacidade

O RGPD estabelece a necessidade de que sejam observados dois principios
essenciais para a protecdo de dados pessoais, sendo o principio da protecao de da-
dos desde a concepgdo e o principio da prote¢do de dados por defeito®®. Quando se
fala em protecdo de dados desde a concepcao, fala-se na adogdo de medidas técni-
cas e organizativas desde o inicio das operagdes de tratamento’®. Quando se fala na
protecdo de dados por defeito, fala-se na garantia do mais alto nivel de protegdo aos
dados pessoais, observando-se, por exemplo, a quantidade de dados tratados, a ne-
cessidade de seu tratamento, a extensdo de seu tratamento, o tempo e prazo de con-

servagdo desses dados, e o0 acesso a eles”".
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Para assegurar que sejam cumpridos esses principios, o0 Regulamento esta-
belece a necessidade da adogdo de medidas técnicas e organizativas, que incluem:
a pseudonimizacdo de dados, a cifragem de dados, a transparéncia no tratamento
dos dados, a possibilidade de controle dos dados pessoais por parte do titular e a
criagdo e melhora constante de sistemas de seguranga’. Essas medidas ajudam a
garantir a aplicacdo dos principios previstos no RGPD, como o principio da mini-

mizacao de dados.

No contexto dos veiculos autdnomos, em que sdo tratados dados em grande
escala, o cumprimento dos principios previstos no RGPD pode se tornar um grande
desafio para os agentes de tratamento, aumentando-se as chances de que haja vaza-
mentos de dados ou outras formas de violagdes aos direitos dos titulares. Diante
disso, torna-se de extrema importancia a implantagdo de medidas técnicas para ob-
servar os principios da protecdo de dados pessoais antes mesmo de iniciado o tra-

tamento.

Nesse contexto, alguns mecanismos, como a pseudonimizacdo de dados
pessoais, podem reduzir as chances de ocorréncia de eventual violagdo a protecdo
dos dados dos titulares. A pseudonimizacdo refere-se a técnica que impede que os
dados pessoais possam ser vinculados a seus titulares, exceto caso haja o contato
com outras informagdes adicionais que devem ser mantidas separadamente’3. E
possivel a identificacao do titular caso os dados identificadores sejam vinculados

novamente a ela; por isso, pode ser considerada uma criptografia parcial’4. Assim,
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¢ uma medida que traz uma camada de protecdo aos dados pessoais, ainda que ndo

os blinde completamente.

Outra medida extremamente importante para prote¢do dos dados pessoais
¢ a cifragem de dados’®, que se refere a situagdo em que os dados sdo codificados,
sendo que apenas pessoas autorizadas podem ter acesso’®. Com a cifragem, os da-
dos sdo transformados em codigos, de modo que o acesso ao seu contetudo € possi-
vel apenas com a utilizacdo de uma chave de acesso ou similar, tornando as infor-
magdes ininteligiveis as pessoas nio autorizadas’’. Assim, mesmo em caso de vio-
lagdes a seguranga dos dados, como nos casos de vazamentos ou ciberataques, eles
ficam inacessiveis, garantindo sua seguranca e o cumprimento ao disposto no artigo

32.°do RGPD"8,

O Regulamento de A, além das medidas ja mencionadas, prevé que sejam
utilizadas técnicas de programacao da IA que ndo exijam a copia de dados pessoais
ou sua transferéncia a outras partes’®, como o que ocorre quando € utilizada nuvem

de armazenamento, tornando o tratamento mais seguro.

As Diretrizes 01/2020 sobre veiculos conectados orientam a utiliza¢do de
tratamento de dados local, evitando-se a externalizag@o, principalmente quando diz
respeito a dados biométricos — e outros dados de categorias especiais -, ¢ dados de
infragdo de transito. Porém, como bem previsto pelo CEPD na elaboragao das Di-

retrizes, pode haver a impossibilidade de tratamento de dados apenas localmente,

5. Regulamento (UE) 2016/679, RGPD.

76, Comissé&o Europeia, “O que significa a protegéo de dados.”
77, Pikulik, “GDPR Compliant Methods”, 4.

78, Pikulik, “GDPR Compliant Methods”, 4.

9. Regulamento Inteligéncia Artificial.



hipotese em que sugere a adogdo de um tratamento hibrido®. Se assim for, os dados

devem ser anonimizados ou pseudonimizados antes de externalizados.

De acordo com relatorio da OCDE, em que pese grande parte dos dados
hoje serem tratados externamente, possivelmente havera uma transi¢cdo do trata-
mento em nuvem para tratamento local nos préoximos anos, podendo, entdo, dar-se
no proprio dispositivo®!. O tratamento local pode apresentar uma seguranga a mais,
visto que ndo ha a necessidade de exteriorizar o tratamento, dando um maior con-
trole ao titular sobre os seus dados. Além das benesses relacionadas a protegdo de
dados, o tratamento no proprio dispositivo também podera ser um beneficio na
questdo da rapidez das respostas do sistema, por reducdo da distancia de processa-

mento®2.

Todos os mecanismos citados podem levar a uma maior prote¢ao aos dados
pessoais no contexto dos veiculos autdnomos, por garantirem o cumprimento aos
principios previstos nas legislagdes da Unido Europeia, principalmente no RGPD,
reduzindo-se, assim, as chances de violagdes aos direitos e liberdades das pessoas

singulares.

4. Conclusao

A crescente busca pelo desenvolvimento e implantacdo de veiculos auto-
nomos tem feito emergir diversas questdes relacionadas a privacidade e protecao

de dados decorrentes da utilizacdo dessa nova tecnologia. Isso, porque esses
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automoveis sdo frequentemente equipados com uma gama de sensores ¢ de came-

ras, coletando uma vasta quantidade de dados do meio.

Também, os carros autdbnomos utilizam-se das mais modernas técnicas de
inteligéncia artificial, como o Machine Learning e o Deep Learning, que requerem
o processamento de uma grande gama de dados para o treinamento da tecnologia e
para possibilitar o processo decisério autdbnomo. O advento dos veiculos conecta-
dos, que torna o compartilhamento de dados costumaz, contribui para o aumento

da quantidade de dados acessados durante o uso de um carro auténomo.

Grande parte desses dados sdo pessoais, como dados biométricos, dados de
localizagdo, dados de identificacdo, dados sobre o comportamento do usuario ou
proprietario do veiculo, dentre outros. Diante do grande montante de dados proces-
sados, eles sdo frequentemente armazenados em nuvens, sendo o tratamento reali-

zado externamente, o que levanta duvidas quanto a sua seguranca.

Eventual violacdo de dados nesse contexto poderia ser extremamente
grave, ja que sdo diversos os dados coletados, processados ¢ armazenados, tirando
o controle dos dados por parte de seus titulares. Também, a constante conex@o com
smartphones € com a internet aumenta e facilita a chance de ocorréncia de cibera-

taques, o que poderia comprometer toda a seguranga viaria.

Em que pese toda a problemadtica envolvendo os carros sem motorista, eles
prometem trazer grandes beneficios a sociedade. Também, ndo € possivel e nem
viavel impedir a evolugado tecnologica. Portanto, necessario se faz a criagao de me-
canismos que possam mitigar os riscos que advenham dessas inovagdes, para que

os direitos e liberdades das pessoas singulares sejam respeitados.



Em que pese ndo haver legislagdo especifica que se refira ao tratamento de
dados pessoais em veiculos autdnomos no ambito da Unido Europeia, ha legisla-
¢oes ja existentes que podem ser aplicadas como forma de protecdo aos titulares de

dados pessoais nesse contexto, como € o exemplo do RGPD.

A aplicacdo dos principios de protecao de dados, como o principio da pro-
te¢do de dados desde a concepgdo e por defeito, da minimizac¢ao de dados, da fina-
lidade, da limitagdo da conservagdo, da transparéncia; bem como a utilizagdo de
mecanismos técnicos de seguranca, como a pseudonimizacao e a cifragem de da-
dos, e mecanismos organizativos, como a constante conformidade com as legisla-
¢Oes por parte das empresas e a realizagdo de Avaliagdo de Impacto sobre a Prote-
c¢do de Dados, sdo formas de mitigar os riscos existentes relacionados a protegao de

dados pessoais no cenario dos veiculos autdnomos.

Ainda, o tratamento local de dados pessoais, sem que seja necessaria a
transferéncia para locais externos, como ocorre no caso de utilizagdo de sistemas
de armazenamento em nuvem, pode ajudar a reduzir os riscos de violagdes a dados
pessoais, dando mais controle ao titular. Caso ndo seja possivel o tratamento total-
mente a bordo, a realizagdo de tratamento hibrido pode ser uma boa solugdo tem-

poraria, com a pseudonimizacdo ou cifragem dos dados que forem externalizados.

Porém, ainda que ja existam legislacdes rigidas quanto a protecdo de dados
pessoais de forma ampla, e mesmo que sejam criadas legislagdes mais especificas
para regulamentar os veiculos autonomos e tratar das questoes relacionadas a pro-
tecdo de dados pessoais, para que efetivamente os direitos sejam protegidos, deve
haver a real colaboragdo de diversos agentes que estdo envolvidos, como os 6rgaos
reguladores, as autoridades fiscalizadoras, os agentes de tratamento, os usuarios da

tecnologia, dentre outros.



Assim, por meio do estabelecimento e do respeito as legislagdes sobre pro-
tecdo de dados, do cumprimento as obrigagdes estabelecidas nelas e da realizagdo
das boas praticas de governanca, pode-se chegar ao caminho de uma abordagem
equilibrada entre inovagdo e protecdo de dados, dando uma maior confianga a po-

pulacdo sobre a utilizagdo de veiculos autdnomos.
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